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Abstract —This paper exploits the inherent analytical rela-
tionship between the dc, small-signal, and harmonic balance
circuit equations. This provides the basis for unified dc, small-
signal, and large-signal analyses using a single nonlinear circuit
description. Our approach ensures consistent circuit simulation
results and permits simultaneous optimization of dc, small-sig-
nal, and large-signal responses with multidimensional specifica-
tions. Applying this concept to FET parameter extraction leads
to nonlinear device models suitable for both small-signal and
large-signal analyses. We also demonstrate simultaneous small-
signal and large-signal minimax optimization of an FET broad-
band amplifier to extend the dynamic operating range.

1. INTRODUCTION

N microwave circuit design, we use a variety of CAD

techniques to simulate actual circuit performance. The
small-signal simulation focuses on a linear equivalent
circuit: the nonlinear devices are represented by mea-
sured § parameters, by a linear model extracted from
appropriate measurements, or by a linearized model with
respect to a specific operating point. In dc simulation, the
nonlinear circuit equations at dc are solved to determine
the circuit operating point and to study the device charac-
teristics. The harmonic balance (HB) method offers effi-
cient large-signal steady-state simulation of nonlinear cir-
cuits in the frequency domain [1], [2].

It is desirable to perform dc, small-signal, and large-sig-
nal analyses using a single circuit description and to
optimize different types of responses simultaneously. CAD
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software systems generally implement separate small-sig-
nal linear models and large-signal nonlinear models. This
can lead to inconsistent simulation results.

This paper verifies and exploits the analytical relation-
ship between the linear small-signal circuit equations and
the nonlinear harmonic balance equations. It shows that
the results from small-signal simulation and from har-
monic balance simulation under sufficiently small signals
(HBSS) are inherently consistent. This allows us to use a
single nonlinear circuit description which simultaneously
takes into account factors such as bias, temperature, and
input signal Ievel in the various types of simulations.
Consequently, we are able to combine dc, small-signal,
and large-signal specifications in a unified optimization
problem.

Applying this concept, we extract the parameters of a
nonlinear FET model from dc, small-signal, and large-sig-
nal measurements. The model we obtained is more con-
sistent than it would be if the small- and large-signal
measurements were treated separately. A small-signal
broad-band amplifier demonstrates optimization with si-
multaneous small- and large-signal design specifications.
The dynamic operating range of the optimized amplifier
is superior to that obtained by conventional small-signal
design.

II. CoNSISTENCY OF
DC/SMALL-SIGNAL /LLARGE-SIGNAL ANALYSIS

In our presentation, boldface letters denote vectors and
matrices, uppercase letters denote frequency-domain pha-
sors, lower-case letters denote time-domain waveforms,
and the superscript T denotes vector or matrix transposi-
tion.

Following the notation of Kundert and Sangiovanni-
Vincentelli [1], the harmonic balance (HB) equation for a
nonlinear circuit is

F(V)=IV)+jQO(V)+YV+I,=0 (1)

where V is the vector of unknowns, usually the voltage
spectra (phasors) at the nodes connecting the linear and
nonlinear subcircuits. I(V) represents the current spectra
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of nonlinear resistive elements and voltage-controlled
nonlinear current sources. Q(V) represents the charge
spectra of nonlinear capacitors. Q = diag{Q(0), Q(1),
- O H)}, where Q(k)=kwyl, o, is the fundamental
angular frequency, and 1 is the identity matrix. ¥ =
diag{Y(0),Y(1),- - -, Y(H)}, where Y(k) is the admittance
matrix of the linear subcircuit at the Ath harmonic fre-
quency. I, contains the Norton equivalent excitations. We
use the notation V(k), I(V,k), Q(V,k) and I(k) to
represent the kth harmonic components of the respective
vectors.

Assuming v(t) is a periodic function, we separate the
time invariant and variant terms in its Fourier series as

v(t)=V(0)+ Av(t) (2)
where V(0) is the dc component and
H
Av(t)=Re| ), V(k)ej’“"ﬂt} (3)
k=1

where H is the highest harmonic index considered.
Consider the time-domain currents i(2(¢)) correspond-
ing to I(¥) in (1). Under the small-signal assumption (i.e.,
IAv(8)|| = 0), we approximate i(v(¢)) by the first-order
Taylor expansion in terms of »(¢) about the dc operating
point V(0) as
. . ai" (0(1)) )
i(v(t)=i(V(O)) +| ———
(e =i+ =)

=i(V(0)) + J(V(0))Av(t). (4)
Notice that the Jacobian J,(¥(0)) is time invariant and
depends only on V(0).
Using (4), the dc current is

1
1(V,0) = Td[()T°[i(V(0)) + J,(V(0))Av(t)] dt (5)

Av(t)

where T,=27/w, is the period. Since the average of
Av(t) over one period is zero, i.c.,

%jﬂT‘)Av(z)dtw (6)

we have
I(V,0) =i(V(0)).

Also using (4), we express the ac current phasors as

(N

2 .1, )
1VK) = 7 [ VTV O) + T (V) dw(0)] e de

= I (V(0))V(k), k=1,---,H. (8)
Equation (8) shows that I(¥V, k) depends only on V(0) and
V(k), ie.,

i’.’BV_’k_)z{J,%V(o», k=1 ©)
wv(l) 0, k+1
Similar results can be derived for Q(V). Equation (9)

and a similar expression for Q(V) indicate that, under the
small-signal assumption, the harmonic balance equation
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Fig. 1.

Single FET circuit with the Curtice nonlinear model.

(1) becomes a block diagonal system of equations. There-
fore, we can first solve the dc nonlinear equations

F(V(0)) =1(V(0)) + Y(0)V(0) + I(0)=0. (10)
Then, for each harmonic of interest, we consider a set of
linear equations

[(V(0)) + jkooJo(V(0)) + Y(K)|V (k) + I,(k) =0,

ke{l,---,H} (11)
where J,(V(0)) and J,(¥(0)) are the Jacobians evaluated
at the solution of (10).

Not all H sets of linear equations given by (11) need to
be solved. We need to consider only the harmonic fre-
quencies for which the excitation I,(k) is nonzero. In
particular, if the excitation is a single-tone sinusoidal
signal, then we only need to solve (11) at the fundamental
frequency G.e., k =1).

We can easily reconcile (10) and (11) with the equations
for the conventional dc and small-signal analyses. We
recognize J,(¥(0)) as the conductances and transconduc-
tances, and J,(¥(0)) as the capacitances of the small-sig-
nal equivalent model of the nonlinear subcircuit. This in
itself is not new, but its analytical relationship to the
harmonic balance equations as shown here affirms the
inherent consistency between dc, small-signal, and large-
signal analyses. In this sense, dc and small-signal simula-
tion can be considered a special case of the general HB
simulation.

While we have verified that dc/small-signal simulation
and harmonic balance simulation under sufficiently small
signals (HBSS) lead to consistent results, their solution
methods are quite different. In particular, dc/small-signal
simulation does not require explicit ac excitations, whereas
HBSS simulation does. To illustrate our derivation nu-
merically, we compare the results from HBSS simulation
at different input signal levels with the results from
dc/small-signal simulation. The circuit with the Curtice
FET model [3] is shown in Fig. 1. The comparison in Fig.
2 shows that the results from HBSS and dc/small-signal
simulation are almost identical when the input signal is
sufficiently small, except when numerical errors become
dominant at extremely low signal levels.

It is interesting to note the wide range of the ac
excitation power levels for valid HBSS simulations. The
upper bound depends on the nonlinearity of the circuit at
the actual operating point and may vary substantially with
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Fig. 2. Relative errors between the voltage gain calculated by HB and
|Sy| by small-signal analysis with respect to different available input
power levels,

the operating point. From our experience, the level of
—20 dBm seems to be quite reasonable for many practi-
cal situations, e.g., for linear amplifiers. The lower bound
depends on the numerical techniques used for solving the
nonlinear equations. Surprisingly, our implementation al-
lows as low a power level as —90 dBm to still get reliable,
numerically stable solutions. The choice of the starting
point for the nonlinear solver is of some importance. We
scale the starting point with respect to the excitation
level. Another limitation for the lower bound is inherent
in the HB method. The HB equations tend to be block
diagonal, but in reality they are not. The off-diagonal
blocks may contain some residual nonzero values. To
some of them the values of dc voltages are applied. Such
values may be several orders of magnitude larger than the
values of the ac voltages. This may result in adding some
errors to the diagonal ac ecquations and, if the errors
become large, may effectively destroy the theoretical
block-diagonal property indicated by (10) and (11).

III. SeamMLESSLY UNIFIED SIMULATION
AND OPTIMIZATION

The theoretical consistency between dc, small-signal,
and large-signal analyses is the basis for seamlessly uni-
fied simulation and optimization in the new generation of
CAD systems.

Following our analytical derivation, a block diagram
suitable for software implementation can be constructed,
as shown in Fig. 3. Regardless of the type of simulation,
we always start with the same nonlinear circuit descrip-
tion and operating conditions, such as the bias and the
temperature. For small-signal simulation, at each bias
point we first solve the nonlinear dc equations given by
(10), evaluate the Jacobians as described in (4), and then
solve the set of linear equations given by (11). This
ensures that all the circuit equations are derived from the
same model and therefore the results will be consistent.

Another significance of this approach is that dc, small-
signal, and large-signal responses and specifications can
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(bias, temperature, etc.)

DC
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circuit

responses

Fig. 3. Block diagram illustrating unified circuit simulation and opti-

mization.

be formulated into one unified optimization problem. We
optimize the parameters of a single circuit model from
which all the responses are computed. The vector of error
functions can be defined as

edc(d))
e($) = | ex(d)
els(¢)

where e, e, and e, represent error functions that arise
from dc, small-signal, and large-signal specifications, re-
spectively. ¢ contains the optimization variables which
include model parameters and other designable parame-
ters such as the bias voltages.

The ability to optimize different types of responses
simultaneously can bring important benefits to a CAD
system. In modeling, it can improve the uniqueness and
reliability of the extracted model by simultaneously
matching dc, small-signal, and large-signal measurements.
In design cases which involve both smali- and large-signal
performance criteria, the advantage of simultaneous opti-
mization is obvious. Especially when some of the variables
affect both the small- and large-signal performance, sepa-
rate small-signal optimization and large-signal optimiza-
tion could lead to conflicting parameter values.

(12)

IV. ExamPLES

Two numerical examples are used to demonstrate our
approach. One involves parameter extraction of a MES-
FET model, and the other is design optimization of a
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TABLE 1
MESFET MEASUREMENTS

DC Measurements

Data: drain current
Bias: V;p=-0361V Vpp=2V
Vep=—1.062V Vpg=6V
Small-Signal Measurements
Data: S parameters (magnitude and phase)
Bias: Vgp=-0361V Vpp=2V
Vo= —1.062V Vpp=6V

Frequencies (GHz): 1, 3, 5,7, 9, 11, 13, 15

Large-Signal Measurements

Data: dc drain current

output power spectra at the fundamental,
second and third harmonics
Vep=—0373V Vpg=2V
Vep=—1072V Vpp=6V
Available input power (dBm): —15, =5, 5
Fundamental frequencies (GHz): 0.2, 6

Bias:

60
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Fig. 4. Agreement between measured and simulated output power
spectra at fundamental frequency 2 GHz and bias V;p = —0.667 V and
Vpp =4 V. Solid lines represent the responses of the model extracted
from simultaneous dc, small- and large-signal matching. Dashed lines
represent the responses of the model extracted from large-signal mea-
surements alone. Circles represent the measured data.

broad-band amplifier. The results are obtained from a
research system based on OSA90 [4].

A. MESFET Parameter Extraction

The parameters of the Curtice nonlinear MESFET
model [3] are extracted from the measurements summa-
rized in Table I [5]. A total of 27 parameters in both the
intrinsic and extrinsic models are extracted [6].

The measurements include dc drain currents, small-sig-
nal S parameters, and large-signal power spectra. Follow-
ing (12), e, contains the errors between measured and
modeled dc drain currents at each bias point, e, contains
the errors in S parameters at each bias point and fre-
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Fig. 5. Agreement between measured and simulated S;; and S, at
bias V5 = —0.667 V and V5 = 4 V. Solid lines represent the responses
of the model extracted from simultaneous dc, small-signal, and large-sig-
nal matching. Dashed lines represent the responses of the model ex-
tracted from large-signal measurements alone. Circles represent the
measured data.

quency, and e, contains the errors in harmonic output
powers at each bias point, fundamental frequency, and
input power level. There is a total of 178 error functions.

For comparison, we obtain two solutions, one by simul-
taneously matching the dc, small-signal, and large-signal
measurements, and the other by matching large-signal
measurements only. The consistency of the two solutions
is tested by matching the measured and modeled re-
sponses at an operating point not included in the opti-
mization. From Fig. 4, it seems that both solutions are
equally capable of matching the large-signal measure-
ments. However, the S parameter match in Figs. 5 and 6
shows that the solution from simultaneous optimization is
significantly more teliable than the one obtained by con-
sidering large-signal data alone.

B. Broad-Band Amplifier Design

A small-signal broad-band amplifier [7], as illustrated in
Fig. 7, is considered. The FET model described in our
first example is used. The specifications for the amplifier
are given as

gain =8+0.5dB
IS,,] < 0.4
IS,,1<0.4
IS,1<0.15

at frequencies of 4, 5, 6, 7, and 8 GHz. The design
variables include 11 parameters in the matching network
and two resistor values in the bias circuit. Minimax opti-
mization [8] is used.
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Fig. 6. Agreement between measured and simulated S, at bias Vi;5 =

—0.667 V and V=4 V. The solid line represents S,; of the model
extracted from simultaneous dc, small-signal, and large-signal matching.
The dashed line represents S,; of the model extracted from large-signal

measurements alone. The circles represent the measured data.
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Fig. 7. 4-8 GHz broad-band small-signal amplifier [7].

First, we design the amplifier by the conventional
small-signal approach. The bias point is chosen from the
FET dc I-V curves. All the specifications are met by the
optimized design.

To exploit our unified optimization approach, we take
into consideration the dynamic range of the amplifier, in
addition to the small-signal specifications. The specifica-
tion on the amplifier gain is extended to multiple avail-
able input power levels at — 10, —5, and 0 dBm. Also, we
enforce the second and third harmonic output power
levels to be at least 40 dB below the fundamental output
power level. The small- and large-signal specifications
result in a total of 85 error functions. All the specifica-
tions are met at the solution.

The results of the two solutions are compared in Figs. 8
to 11. In Figs. 8 and 9, the gain response surfaces are
depicted over fundamental frequency 2 to 10 GHz and
available input power —40 to 10 dBm. The solution from
simultaneous small- and large-signal optimization exhibits
a flatter gain surface than that obtained by small-signal
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Fig. 8. The gain response surface and selected contour projections for
the solution obtained by conventional small-signal design. The specifica-
tion is 8+ 0.5 dB.
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Fig. 9. The gain response surface and selected contour projections for
the solution obtained by simultaneous small- and large-signal optimiza-
tion. The specification is 8 +0.5 dB.

optimization alone. It also provides a wider area in which
the gain specification is met.

Figs. 10 and 11 depict the second harmonic error sur-
face over the same range. Any excursion above the flat
surface indicates that the specification is violated; i.e., the
second harmonic output power exceeds the specified level,
which is 40 dB below the fundamental output power. For
the design obtained by small-signal optimization alone, a
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Fig. 10. The error surface of the second harmonic output power with
respect to the design specification for the solution obtained by small-sig-
nal design. The specifications are given for fundamental frequency from
4 GHz to 8 GHz and for available input power from —10 dBm to 0
dBm. The flat part of the surface indicates zero error. '

Fig. 11. The error surface of the second harmonic output power with

respect to the design specification for the solution obtained by simulta- :

neous small- and large-signal optimization. The specifications are given
for fundamental frequency from 4 GHz to 8 GHz and for available input
power from —10 dBm to 0 dBm. The flat part of the surface indicates
ZETO error. ) :

nonzero error occurs when the input power is above —10
dBm. For the design which includes large-signal specifica-
tions, the zero error area is extended to 0 dBm input
power.

V. CONCLUSIONS

We have presented a unified approach to dc, small-sig-
nal, and large-signal simulation and optimization of mi-
crowave circuits. The analytical relationship between the
linear equations for small-signal analysis and the har-
monic balance equations for large-signal analysis has been
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derived, which has verified the inherent consistency be-
tween the various types of analyses. Following the analyti-
cal derivation, a suitable software implementation has
been illustrated. ‘

We have demonstrated that, based on a unified nonlin-
ear circuit description, dc, small-signal, and large-signal
responses can be simultaneously optimized. When applied
to parameter extraction, this approach has led to models
that are more consistent and reliable. It can also expand
design optimization from the traditional frequency dimen-
sion to a multidimensional space [9], by taking into ac-
count other factors such as bias and input power levels.

We believe that the new generation of CAD systems .
must feature unified linear and nonlinear circuit models,
as well as simultaneous small-signal and large-signal opti-
mization capabilities.
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